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Improved Methane Slip Quantification Informs Compressor Selection 

I developed a methodology to precisely measure methane emissions, specifically from incomplete 
combustion, known as methane slip, in natural gas-fired engines used for gathering and boosting, 
as well as various production operations. This research aims to optimize facilities economically 
by exploring the potential transition to electric compressors. The established workflow offers a 
more accurate depiction of methane slip impacts, investigating the idea that current 
calculations significantly underestimate these emissions. This new strategy not only 
provides a more representative emission figure, thereby improving public image, but also 
highlights the potential for economic benefits through optimal compressor selection.  
The initial step involved understanding the current reporting of methane emissions from 
incomplete combustion, using EPA formulas and emission factors. Subsequently, aerial survey 
data, using light spectroscopy technology for geo-registered gas-plume imagery, was examined. 
Since this data covers all emission leaks, reconciliation with stack test data exclusively 
capturing methane slip was necessary. Understanding typical fugitive emission percentages 
per engine enabled the interpretation of variances between these datasets. The calculation of 
methane slip values, based on a proposed EPA revision, was then compared to the values 
obtained from the advanced detection technologies. Results indicated alignment between 
methane detection technologies and proposed EPA values.  

For four-stroke lean burn engines on residue gas, methane slip emissions were found to be 522 
times greater, and on field gas, about 7.6 times higher than current reporting. Four-stroke rich 
burn engines on residue gas showed emissions 45 times higher, while the same engine on 
field gas displayed a notable decrease of 60% compared to current reporting. These findings 
significantly diverge from current reporting and are expected to substantially increase methane 
emission totals for many companies. These values underscore the economic benefits of 
optimal compressor selection. After a holistic review, I find it advisable to transition lean burn 
engines to electric drives while continuing the use of rich burn engines. 

In summary, the recommended workflow enables companies to select the optimal compressor. In 
most scenarios, it is economically viable to replace lean burn engines with electric drive 
while maintaining rich burn engines. This holistic approach not only provides companies with 
a more representative emission figure, improving their public image, but it also holds the 
potential for economic benefits. This strategic resource allocation allows companies to 
prioritize mitigating emissions from their top sources, ultimately fostering both 
environmental responsibility and economic efficiency. 



Cementing Techniques for Plugging And Abandonment Wells In High-Pressure 
Gas Reservoirs 

Cementing to plug wells in high-pressure gas reservoirs is difficult because gas can pass 
through the cement slurry, forming channels within it, leading to a gas leak to the surface after 
plugging. This study developed cementing techniques that consider both additives and mixing 
times to prevent gas channeling problems for plugging and abandonment operations. The 
developed cementing techniques have been applied to the field tests to validate them. An 
apparatus was built to replicate gas channeling, using a clear tube with a ball valve to introduce 
air bubbles into a one-foot cement slurry column. Air bubbles are induced every 5 minutes until 
they cannot travel to the surface, and the total time for this period is obtained. This is the 
required time for cement slurry to become dense enough to stop gas from traveling. By 
increasing mixing time and adding different additives that help improve cement bonding as well 
as accelerate the hydrating process, the gas channeling problem can be stopped. Differential 
contributions, types of additives, and mixing times have been experimented with in the 
laboratory. This study found two additives (a nanoparticle and a slurry) that are promising for 
preventing gas channeling problems. It also shows that cement slurries are necessary to be 
mixed for a period instead of pumping immediately after mixing. The optimal concentrations of 
the nanoparticle or the slurry are 0.1% or 0.15% weight of cement, respectively. By adding the 
amount of these additives and keeping the mixing time for 35 minutes, the gas channeling can 
be prevented completely. Experimental results showed that the developed cement slurries could 
still be pumped for about 60 minutes after 35 minutes of mixing; the compressive strength of the 
developed cement is still the same as that of neat cement; and the viscosity increased to 100 
centipoises. Therefore, it is applicable for surface plugging, which has short-time pumping and 
low friction. Field tests were conducted for four wells located in Texas and New Mexico. These 
wells were plugged before, but they still had gas leakages and needed to be re-plugged. The 
re-plugged operations were conducted with the developed techniques. Among them, three wells 
were successfully plugged; there was no gas leak after the plugging.

The developed techniques are meaningful and practical for plugging and abandonment 
operations. By adding a small number of additives and increasing mixing time, the developed 
techniques can improve the chance of success of plugging and abandonment operations, save 
time and money for plugging, prevent leakage, and meet the requirements of plugging and 
abandonment regulations.



Machine Learning and Multivariate Regression Models Predict Delaware Basin Well 
Performance 

I have developed a quick and effective approach to regression models that accurately predicts well 
performance, improving the speed and confidence of identifying targets to populate future drilling 
programs. Employing this data-driven approach, engineers can maintain accuracy in well 
performance forecasts without compromising the speed other traditional methods lack. Machine-
learning and multivariate regression models trained on historical reservoir, spatial, and completion 
data drive this new approach. Results not only highlight the effectiveness of predicting well 
productivity but also showcase a workflow to relate well performance to economic forecasts. The 
adaptability and simplicity in training these regression models render this data-driven approach an 
inexpensive, rapid, and effective alternative for any E&P operator, capital lender, or investment 
fund to forecast well production and economics. 

 This study used Random Forest and Multivariate regression models as data-driven vehicles to 
forecast well performance. I trained the models on historical reservoir, spatial, and completion data 
to predict water-oil ratio, gas-oil ratio, and most importantly, 12-month cumulative oil production. I 
used a sufficient train/test data split to validate the effectiveness and accuracy of the trained 
regression models to specifically predict the performance of Lea County EOG-operated wells 
targeting the Wolfcamp A and 2nd Bone Spring Sands formations. I then forecasted production 
from the trained datasets that comprised hundreds of wells. Averaged on a normalized monthly 
basis, I related the production-decline profile for each targeted formation to the predicted initial 
12-month cumulative oil production through a “production multiplication factor.” This
methodology forecasts the production of any potential well within the reasonable spatial confines
of the target area. Finally, I assumed key economic variables, including discount rate, commodity
strip prices per barrel, drilling/completion costs per foot, and total operating costs per barrel, to
relate the production forecast to net economic benefit.

This research highlights the speed and effectiveness of ML-based, data-driven regression 
approaches in forecasting well performances. Bypassing the time-consuming nature of traditional 
methods while maintaining accuracy in forecasts, this workflow outlined predicts well production 
and proves compelling to aid in key engineering decisions. The application of this data-driven 
methodology will lead to more adaptable, rapid, and efficient decision-making processes for 
traditional E&P operators, capital lenders, and investment funds across any hydrocarbon-
producing region. 



The Development and Application of Machine Learning Models for Rig State Classification 

This paper presents a comprehensive research project focusing on the development of accurate 
machine-learning models for rig state classification, a fundamental component of real-time rig 
analytics systems, that are widely employed in the drilling industry. 

The research begins by defining the problem of rig state classification, framed as determining the 
activities of a drilling rig at each second using time-series data with multiple measured features. Rig 
states considered in the study include rotary vs. slide drilling, tripping in vs. tripping out, and 
reaming vs. back reaming. These states are predicted using features like hole and bit depth, block 
height, standpipe pressure, etc. 

Three distinct machine learning models are developed and evaluated: Convolutional Neural 
Network (CNN), Random Forest (RF), and Extreme Gradient Boosting (XGB). The approach involves 
training and testing these models on a dataset obtained from Utah Forge Well 56-32. The data 
preparation phase includes imputing missing features, standardizing formatting, and converting 
units to ensure consistency with the datasets used in a publicly available cloud-based rig 
classification engine, which is used for labeling. Feature selection strategies are employed, 
incorporating correlation matrices, RF importance charts, and XGB importance plots. The CNN 
model, inspired by the visual cortex, is outlined with a comparative analysis of its performance 
against RF and XGB. 

Results indicate that the CNN model is expected to have the lowest accuracy, while RF and XGB 
models are expected to be more accurate. Recommendations for industry adoption include 
establishing a uniform set of features and investing in real-time analytics systems to minimize on-
site personnel requirements. In the application phase, the developed models are employed to 
predict rig states for a new well, and the results are compared with data obtained from the cloud-
based engine. Comparisons show that RF predictions are the closest to the cloud-based engine, 
while CNN gave the least similar results. 

The paper concludes with insights into the expected accuracy metrics and outlines plans to deliver 
the best-performing model for further testing, underscoring the broader implications and 
significance of this research endeavor in advancing drilling operations. 



Integra�ng Long Short-Term Memory and Ar�ficial Neural Network Algorithms in History Matching 
And Forecas�ng in High Heterogeneous Sandstone Reservoirs: - A Case Study 

Achieving reliable production history matching and forecasting in the oil and gas industry 
remains a persistent challenge, leading to continuous research. The traditional approach using 
numerical simulation grapples with high uncertainties and intricate input data, leading to 
convergence issues and elevated costs. This paper aims to leverage machine learning and 
predictive artificial intelligence, such as multivariate time-series machine-learning models and 
Artificial Neural Network (ANN) proxy models, which have proven effective in training 
pattern recognition for creating robust and cost-efficient solutions for history matching and 
forecasting hydrocarbon recovery. 

This research employs multivariate time-series analysis coupled with ANN proxy models to 
forecast oil recovery, with a specific focus on the use of both, directly and indirectly, dependent 
dynamic data to create a reliable pattern. Dynamic data, including bottom hole pressures, 
cumulative oil and water productions, and static data, encompassing porosity and permeability, 
undergo preprocessing and chronological division to facilitate the training and testing of 
coupled long short-term memory (LSTM) and ANN models. The input data were reshaped 
following LSTM architecture, and then the reconstructed data was trained, tested, and validated 
using Python. 

The investigated field with 15 active wells has been produced from two distinct sandstone 
formations separated by an impermeable shale and partially surrounded by a finite aquifer. With 
the production and pressure database of the 15 wells, a machine learning model was created by 
applying the LSTM and ANN algorithms, with 70 percent of the input data used for training, 
10 percent allocated for testing, and the remaining 20 percent for validation. The field history 
calibration analysis resulted in an average mean-squared error of 0.7, showing potential 
outcomes. Model validation using blind testing data exhibited an approximate R-squared value 
of 0.87, accurately matching historical production within a 10% deviation. Additionally, a 
reservoir numerical simulation was employed and showed similar outcomes to the machine 
learning model. By applying machine learning for history matching, it is feasible to 
significantly reduce the computational cost of running numerical simulations, and then the 
validated model could be deployed conveniently for forecasting. 

This study introduces an economical approach to history matching and predicting hydrocarbon 
recovery that avoids using complex physical models, providing a versatile framework 
applicable across disciplines, particularly in scenarios influenced by past decisions. The 
proposed workflow could be applied readily for any other heterogeneous sandstone reservoirs. 
Future works can be done using the most current field development data and additional time-
dependent features to improve the model’s accuracy and reliability. 
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Integrating Production, Pressure, and Strain Data More Effectively Models Hydraulic 
Fracture Geometry 

I developed and applied a workflow that effectively determines the propped hydraulic-fracture 
geometry in a horizontal multi-stage fractured well by incorporating production, pressure, and 
strain data. This procedure uses pressure and strain changes measured in an offset monitor 
well equipped with external pressure gauges and a permanent fiber-optic cable. The offset 
well monitored various operations, including preload, refracturing, infill-well 
stimulation, and production. The essential feature of the workflow is the application of a 
coupled multi-phase fluid-flow and geomechanics model I developed.  

I validated my model with data from the DOE Hydraulic Fracture Test Site in the Eagle Ford 
Shale. I integrated parent and offset well data, which is essential to calibrate the model. I then 
used the model to interpret and correlate measured pressure and strain changes in the offset 
monitor well. From the parent well, I included a single stage with six perforation clusters 
and 50-ft cluster spacing. I history-matched the 10-year production history and a one-day preload 
event in the parent well. For the one-day preload, I focused on interpreting the pressure and strain 
changes in the offset well. Field observations during the parent-well preload indicated that a 
water injection rate above the estimated fracture gradient resulted in a pressure-peak response, 
suggesting fracture dilation. Strain changes in the offset well, a cross-validating diagnostic 
with higher spatial resolution, showed a positive extensional strain response at the same 
measured gauge depth. 

Integrating multivariate data into the coupled fluid-flow and geomechanics model enables us 
to determine propped hydraulic fracture properties and provides a computationally efficient 
and inexpensive tool for predicting stress changes required to optimize well-completion 
design and stimulation of infill and child wells. This leads to improved recovery from 
hydraulically fractured, ultra-low permeability reservoirs. A strong correlation between 
pressure and strain changes demonstrates that fiber-optic measurements with a spatial 
resolution of 0.2 m improve fracture diagnostics.  



Synergistic Impact of Low Salinity and Surfactant on Wettability Alteration in Carbonates 

 

 

The waterflood recovery is often low in tight carbonate reservoirs, which tend to be heterogeneous 
and oil-wet/mixed-wet. Wettability alteration is a promising strategy for improving oil recovery in 
such reservoirs. This study aims to improve oil recovery in such a reservoir in West Texas. The 
mineralogy is determined by XRD analysis. The zeta potential is measured for the drill cuttings. 
Contact angles are measured on core trims, and imbibition experiments are conducted to evaluate 
wettability alteration. The optimum salinity was determined to be produced water diluted 40 times 
from zeta potential measurements. The synergy between low-salinity water and surfactants yielded 
more than 40% oil recovery in spontaneous imbibition experiments. The addition of sulfate ions and 
weak acids 

improved spontaneous imbibition. The results of core flood tests underscored the efficacy of 
surfactants in improving oil recovery through wettability alteration after waterflooding. This study 
highlights the potential of low-salinity and surfactant-assisted flooding to improve oil recovery in 
limestone reservoirs. 



Case study: Assessment of predictive capability of reservoir simulators 
for waterfloods in carbonates: how realistic is my simulation model? 

 
Conventional approaches to reservoir modeling have proved not to be sufficient in capturing the 
true complexity of reservoir architecture and multiscale heterogeneity, posing significant 
challenges to production performances. As a result, this study aims to assess different methods for 
building more realistic reservoir models, to improve the accuracy of waterflood recovery forecasts 
in carbonate reservoirs.  
 
A systematic simulation study was conducted to investigate the subject problem and propose a 
solution. The petrophysical properties incorporated into the model were derived from a geological 
description of the Permian Basin. In order to simulate fluid flow in the reservoir during the 
production history, emphasis was placed on representing the dynamic performance of the 
geological model rather than solely relying on the static model. Consequently, capturing geological 
heterogeneity in discretized flow models becomes crucially important. Various geological 
constraints were applied to the model, such as no flow thin layers at different intervals, depositional 
sequence, and permeability cutoffs. The impact of well spacing on the recovery factor was also 
investigated at equivalent pore volumes of injection, and the findings were compared to existing 
literature data and leading correlations. 
 
The results from the case study indicate a significant increase in sweep efficiency in reservoir 
models, due to the inability to accurately capture reservoir heterogeneities. However, this study 
also shows that even when heterogeneity is added, the waterflood recovery factor forecast is not 
significantly affected. The results were validated by comparing them with field data and infill 
drilling correlations, suggesting that reservoir models tend to yield more optimistic forecasts. In 
addition, conventional methods to perform the history match, such as permeability cutoffs and 
relative permeability endpoints, that can influence the mean free path between the wells, do not 
have the desired effects and results in unrealistic predictions. 
 
At present, conventional practices in reservoir modeling are not completely honoring the field data 
considering the complexities and the sub-grid physics, leading to the overestimation of waterflood 
recovery factors. This case study suggests a methodological approach and provides more insights 
in terms of the effect of heterogeneities, thus estimating more realistic water flood recovery factors 
from a simulation study. Also, emphasizes the importance of closely representing the reservoir 
architecture for realistic reservoir modeling. Multiple techniques are proposed here to identify the 
problem and mitigate the challenges. We also propose a measure of the mismatch between the 
predictions and the observations for various approaches. Overall, the key takeaway from this study 
emphasizes the need for greater caution when placing trust in simulation studies predicting 
waterflood recovery factors for subsequent field development management and planning. 



A New Algorithm for Automated ISIP Interpretation 

 

Objectives 

Instantaneous shut-in pressure (ISIP) is useful for the analysis of hydraulic fracturing and for 
understanding the interaction between the reservoir and the stimulation treatment. However, this 
value is normally eclipsed by pressure oscillations that occur immediately after well shut-in, known 
as water hammer, which complicate its interpretation. Therefore, special techniques are required 
to estimate the effective ISIP. 

The objectives of this paper are: (1) to present an automated workflow for effective ISIP 
interpretation based on guidelines proposed by Roussel et al. (2021 – URTeC 5681) with a new 
optimized algorithm; (2) to compare ISIP estimation models; and (3) to validate ISIP interpretations 
at different step-down rate management during shut-in with water hammer simulations carried out 
in a commercial fracture simulator. 

 

Methods 

We developed an automated workflow to estimate ISIP values from fracture stages that allows for 
the utilization of various shut-in physical models. The workflow is based on guidelines proposed by 
Roussel et al. (2021) and incorporates the Trust Region Reflective algorithm to optimize all 
parameters in the model, which allows for model convergence in a wider range of cases and is 
validated using field data. ISIP is estimated utilizing different models for pressure decline and 
testing different times for time-extrapolation considering varying step-down rates. ISIP estimation 
models were then compared for validation with the results from a commercial hydraulic fracture 
simulator capable of reproducing water hammer.  

 

Results 

The automated workflow successfully matches the pressure response after shut-in with different 
models and allows estimating of ISIP in almost the entirety of cases. Furthermore, comparison of 
fitting model parameters between stages allows for quick identification of outliers and poorly 
matched model predictions. Key parameters include the water hammer decay rate, which serves as 
a qualitative proxy for system friction and near-wellbore fracture complexity and the water hammer 
dominant frequency, which depends on the compressibility of the system. A systematic analysis of 
ISIP responses in multiple wells allows better understanding of stress shadow escalation. 
Simulations showed that ISIP interpretation is consistent at varying step-down rates. 



Multi-Resolution Machine-Learning Model Accelerates CO2 Storage Optimization 

This study has developed an efficient deep-learning-based workflow to optimize CO2 injection 
schedules during carbon-sequestration operations. Currently, existing multi-objective CO2 
storage-optimization processes require hundreds of forward simulations that are computationally 
prohibitive for large-scale field cases. Therefore, this study built a data-driven proxy model to 
accelerate the optimization workflow that is scalable to large-scale field applications.  

The developed deep-learning workflow uses a Fourier Neural Operator (FNO) as a data-driven 
proxy model. Data-driven models require large training datasets involving thousands of 
numerical simulations. By leveraging the super-resolution feature of the FNO, the proposed 
model can be trained using low-resolution images, but then it can predict high-resolution images. 
Therefore, this study uses coarse-scale reservoir models for generating training data, resulting 
in an order-of-magnitude reduction in the time and computational resources required for data 
generation. For CO2 injection schedule optimization, a multi-objective genetic algorithm 
uses the FNO-based proxy model as a forward model. The optimization can include several 
different objectives, such as minimizing pressure increase, maximizing CO2 injection 
volume, and maximizing storage efficiency.  

This study used a synthetic case of gas injection into an aquifer to demonstrate the advantages of 
the deep-learning-based workflow. Next, this study applied the proposed workflow to the Illinois 
Basin Decatur Project (IBDP), a large-scale CO2 sequestration project in a deep-saline aquifer in 
the Illinois Basin. For training-data generation, using a coarse-scale model achieved a 90% 
computational time reduction compared to using a fine-scale simulation. Comparing the 
trained proxy model to a commercial reservoir simulator verified its prediction accuracy. 
Finally, I conducted the multi-objective optimization using the FNO-based proxy model. 
Compared to traditional workflows employing numerical simulations as the forward model, the 
proposed new optimization framework achieves two orders of magnitude acceleration while 
considering multiple objectives. 

This work introduces a multi-resolution FNO-based fast proxy model for reservoir simulation 
and its application to CO2 injection-schedule optimization. Using the super-resolution feature in 
FNO in conjunction with coarse-scale models reduces substantially the training-data 
generation cost. The proxy model accelerates forward simulation by orders of magnitude and 
enables engineers to evaluate multiple optimization scenarios for large-scale field cases.  
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Selected Recommended Practices for Increasing the Efficiency and Accuracy of CO2 Sequestration 
Models 

 

 

Computer simulation has become widely used to predict the life of CO2 plumes resulting from 
planned subsurface sequestration schemes.  The process is very similar to what has been done in 
the oil and gas industry for decades, however, while reservoir simulations can be “history matched” 
to real-world performance, analog data is mostly missing in order to calibrate proposed CO2 
project models.  Therefore, it is critical to attempt to understand the impact of the various “default” 
input parameters that are often used in CO2 sequestration models. This paper attempts to highlight 
potential enhancements in the modeling process that can lead to improved accuracy of 
predictions.   

 

Many CO2 screening investigations use simple homogeneous block models in place of utilizing 
more complex realistic geologic models.  Comparisons between homogeneous models of porosity 
and permeability with simple stochastically generated porosity and permeability (having the 
equivalent average values), could make significant differences. The use of Black Oil models instead 
of Compositional models will be investigated as a method to improve time efficiency allowing the 
investigation of more “what-if” scenarios.  Guidelines for simple calibration of a black oil model to a 
compositional model are also presented. 

 

The importance of residual phase trapping as a potential primary trapping mechanism in addition to 
structural and stratigraphic trapping will be investigated.  While including parameters for residual 
trapping, too often default values in simulation tools are used without recognizing the high 
variability of these parameters, especially considering the laboratory-based observations for some 
of them. Several scenarios are presented highlighting the importance of these uncertainties. 

 

End-point values of relative permeability curves can have significant effects on plume geometry 
and are modeled in various scenarios. Critical Gas Saturation is often overlooked in the modeling 
process.  This value is often defaulted to an unrealistically low value that can lead to “runaway” low 
saturation plumes when models are run for extended periods (as required by government 
regulations). Critical gas trapping at the edge of plumes can be an often-overlooked additional 
trapping mechanism. 



Simulation of Reservoir Charge to Predict Fluid Compositional Distribution and Detect Sub-Seismic 
Connectivity Realizations 

 

 

Reservoir fluids often exhibit compositional complexity vertically and laterally in reservoirs. These 
complexities include variable gas-oil ratios, and can also include more subtle fluid variations such 
as biomarker ratios. Present-day distributions of reservoir fluid properties result from mixing of gas 
and oil charges, over geologic time. Fluid mixing outcomes are highly variable, covering the whole 
range of reservoir realizations from simple equilibrated to complex disequilibrium distributions.  
Recent advances have led to resolving many mixing dynamics of reservoir charge fluids over 
geologic time.  The objective here is to use simple modeling of reservoir charge over geologic time 
to constrain key attributes of the reservoir which comprise the geologic model, and to improve the 
prediction of fluid properties. Reservoir simulation can be used to predict resulting compositional 
distributions; these predictions depend on (1) reservoir attributes, both known and uncertain, (2) 
the range and properties of charge fluids such as density and viscosity, and (3) the time since 
charge. The comparison of predicted and measured fluid distributions allows history matching of 
reservoir charge and enables accurate predictions. 

 

Forward modeling with reservoir simulation shows that even simple 2D simulations can illuminate 
key reservoir properties that impact fluid compositional distributions. Several reservoir case 
studies are described to validate the charge and mixing dynamics that are employed in modeling. 
Reservoir simulation shows that a substantial range of the extent of mixing is found dependent on 
reservoir and fluid properties, thereby providing a very sensitive test of these reservoir parameters. 
In addition, the location of charge and the range of fluids also impact the predicted compositional 
distributions across the reservoir. More comprehensive and complicated simulation models can be 
developed if preliminary, simple models show significant promise in testing important reservoir 
uncertainties. The impact of many parameters is quantified, including reservoir architecture, dip 
angle, aspect ratio, various baffling structures, and the sequence of the fluid charges. Generalized 
systematics are developed which are very useful to characterize the dynamics of reservoir charge 
over geologic time. Furthermore, by understanding hydraulic connectivity implications on oil 
chemistry, I provide an effective method for the assessment of reservoir connectivity. 

 

Simulation of reservoir charge for history matching is a new concept, yet, it relies on standard 
reservoir simulation (over geologic time) for comparison between predicted and measured fluid 
compositional distributions of the present day to test the reservoir and geologic models. This 
approach has shown that several presumptions about mixing of charge fluids were not general and 
inhibited the new workflow. Removing such conceptual limitations has been crucial to developing 
novel workflows to test the reservoir. 



Lessons Learned and Proposed Solutions for Drilling Wells in the San Juan Basin for A CO2-Storage 
Project 

 

The primary objectives of this paper are: (1) to provide a comprehensive review of drilling operations 
of a stratigraphic well for a CO2-storage project in the San Juan Basin, New Mexico, US; (2) to 
analyze and discuss associated challenges while drilling the well; (3) to draw lessons from each 
incident encountered during the drilling operations; and (4) to present proposed solutions for 
drilling CO2-storage wells in the area in the future. 

A detailed literature review of common problems when drilling wells in the area was carried out. 
Before drilling the stratigraphic well, a geomechanical model and data from offset wells were used 
to perform the following designs for the well: casing design, cementing design, hydraulics, and 
surface equipment selection. A commercial software was used to carry out these designs. The 
paper compared the designs with the actual executions and operations to draw lessons. From the 
lessons learned, solutions are proposed for drilling CO2-storage wells in the area in the future. A 
user-friendly simulation model is also built to validate the solutions. 

We found that the most frequent issues encountered during drilling of wells in the San Juan Basin 
are fluid loss, stuck pipes, and poor control of drilling parameters. This is due to the complexities of 
the formation lithology and reservoir pressure depletion. The reservoir depletion causes the 
formation fracture pressure to be much lower than that of the anticipated values. The key 
recommendations were introduced as follows: (1) Updating the geomechanical model to have the 
latest pore, fracture, collapse, and breakout pressures; (2) Applying an underbalanced drilling 
technique using aerated mud by injecting gas into the annulus using a parasite when drilling the 
intermediate and production holes; (3) Keeping the weight on bit under 10,000-lbs, the speed of top 
drive rotation under 45-rpm and the pump fluid rate under 350-gal/min are recommended to have 
good fluid return during drilling through low fracture pressure formations. The simulation model 
results show that the proposed solutions are applicable. 

This paper will provide insights into the root causes of common incidents when drilling wells in the 
San Juan Basin. The recommendations could also be used to improve the success rate of drilling 
CO2-storage wells in the area. The user-friendly simulation model can be used to design 
underbalanced drilling for wells in the area. 



Multi-scale Simulation Optimizes Surfactant Huff-n-Puff Process 

I have developed a comprehensive workflow to optimize surfactant huff-n-puff treatments 
of depleted horizontal wells in unconventional reservoirs. The workflow maximizes tertiary 
oil recovery using minimal surfactant. The process comprises five sequential history-matching 
steps to integrate laboratory measurements and field data into a multi-scale numerical 
simulation. The historically matched reservoir model serves as a base case for further 
optimization of well operation schedules via a multi-objective genetic algorithm.  

In my study, I simulated an Eagle Ford shale well stimulated by a surfactant huff-n-puff treatment. 
The injected surfactant formula was rigorously determined through experimental screening on 
reservoir rock and fluid samples in the laboratory. Following a 17-hour injection and a one-
month shut-in period, the production rate in this well increased five times over the baseline 
rate and produced incremental oil for at least two years. 

The proposed workflow characterizes the mechanism of surfactant-enhanced oil recovery (EOR) 
and is primarily driven by rock wettability and fluid interfacial tension (IFT) alteration, both 
in laboratory settings and in the field. Compared to existing operational practices, the 
simulation indicates that optimal schemes of a huff-n-puff cycle often involve higher injection 
rates, reduced injection durations, and extended well shut-in periods. The proposed workflow 
not only proved effective for the Eagle Ford shale case study but also offers general 
applicability to other unconventional wells. It provides valuable insights into surfactant 
huff-n-puff treatment, facilitating the optimization of well operations and maximizing tertiary 
oil recovery. 



Validated-Machine-Learning Models Predict Minimum Miscibility Pressure and Optimize 
Injection Gas Composition 

This study validated a neural-network machine-learning (ML) minimum miscibility 
pressure (MMP) prediction model with minimal error. The study recommends optimal 
injection gas compositions with low MMP for the “G field” in the Permian Basin. The 
major alternative, slimtube experiments (considered most reliable for MMP predictions) is 
time-consuming and expensive.   

I tested nine ML models with 142 available public slimtube MMP data points. I split the data into 
75% for training and 25% for testing with cross-validation implemented to ensure good 
generalization. Eleven features governed the ML models. These included reservoir temperature, 
compositions of light and heavy hydrocarbons in the oil and gas phases and impurities in the gas 
phase such as H2S, CO2, and N2. I performed two slimtube MMP experiments using CO2 and 
produced gas from “G Field.”  I then validated the ML models using experimental results 
to identify the optimal ML MMP model. Although the reservoir temperature, oil composition, 
and gas composition determine the MMP, only the gas composition is controllable. Thus, I 
varied the injection-gas composition to enable MMP predictions for the specified temperature 
and reservoir oil composition of the “G field” using the optimal model.   

The validated model showed good prediction performance in record time and low cost compared 
to experiments performed. The workflow reduces the time required to predict MMP by >99% 
with prediction time in a minute scale compared to months of experiments. The neural-network 
model performed best with mean absolute error (MAE )<7 after testing and validation. I 
identified tree-based methods as poor predictors of MMP with MAE >7 after testing and 
validation. The neural network model predicted optimal compositions containing produced gas 
and CO2 of injection gas with low MMP for the “G field.” 

This study validated the neural-network model to predict MMP quickly and with minimal error. 
The workflow presented reduces the cost and time associated with MMP prediction, thereby 
expediting investment decisions. I developed a library typical for a Permian Basin field for instant 
predictions of optimal injected gas compositions with low MMP. Adopting the library for varied 
injected gas compositions can reduce greenhouse gas emissions associated with flaring produced 
gas and the cost of pure CO2 injection.  



Macro-Scale Modeling Study of Kinetics of Permeability Changes in CO2 Saturated Brine Injection 
for Enhanced Carbon Capture & Sequestration 

 

Objective/Scope: Storing CO2 in deep saline aquifers is one of the key solutions for greenhouse gas 
reduction strategies globally. High reactivity of the minerals in saline aquifers to CO2 triggers 
mineralogical changes following CO2/brine/rock interactions, impacting storage capacity and 
integrity, as well as potentially causing formation damage or permeability enhancement. 

This study aims to develop an integrated model evaluating mineral behaviors during CO2-saturated 
brine flow, considering equilibrium and kinetic reactions in convective, dispersive reactive flow 
regimes.  

 

Methods, Procedures, and Process: This study employs a 1-D model including fundamental 
physics: integrating geochemical reactions (dissolution/precipitation, multi-ion exchange) with 
continuity equations to quantify the kinetics of brine and rock species at the core scale. This 
coupling enhances accuracy in modeling formation damage/stimulation and permeability changes. 
The reactive model assesses reaction rates via saturation index evaluation for 
precipitation/dissolution potential. Permeability alterations are evaluated using the Kozeny-Carman 
equation through implicit finite difference methods. 

Experimental procedures validate the model output, including sample preparation, high-salinity 
brine injection, and CO2-saturated brine injection. Post-test analyses, like micro-CT scanning and 
geomechanical testing, further illuminate permeability changes. 

 

Results, Observations, Conclusions: The analysis of the results indicate that brine injection 
minimally impacts permeability, even at higher pore volume injections. Conversely, injecting CO2-
saturated brine into the rock composed of Limestone and Quartz leads to a notable permeability 
increase, doubling the original value of the permeability due to the system-scale mineral 
dissolution, while the amounts vary from upstream to downstream direction. However, in contrast, 
injecting CO2-saturated brine into dolomite formations results in a 35% decrease in permeability, 
caused by magnesium carbonate precipitation. These contrasting effects underscore the complex 
interplay between injection fluids and rock composition, highlighting the importance of considering 
geological formations in CO2 storage assessments. Moreover, the system's pH drops by as much as 
4 units after CO2- saturated brine injection, due to the formation of carbonic acid resulting from 
CO2/ brine reactions. 

 

Novel/Additive Information: The study emphasizes and quantitatively reveals the implications of 
CO2 reactivity by using the learnings from experimental and numerical results underscoring its 
relevance to the field of carbon capture and storage (CCS) in deep saline aquifers. Furthermore, by 
manipulating brine composition and further saturating it with CO2, the optimum brine composition 



is attainable. Sensitivity analysis on rock composition helps in targeting suitable rocks for CCS 
under operational conditions, reducing formation damage risk and injectivity losses. 



Energy efficiency evaluation for in-situ hydrogen production from natural gas using 
electromagnetic-assisted method 

 

 

An emerging technology, in-situ hydrogen production from oil and gas reservoirs using 
electromagnetic (EM)-assisted catalytic heating, has recently been proposed and validated through 
lab-scale experiments. The results demonstrate that not only can the reservoir rocks be heated to 
over 700 ℃ under EM irradiation, but also high purity hydrogen can be generated from hydrocarbon 
cracking within formation rocks. The highest hydrogen concentration, reaching 91% and 77%, is 
obtained from methane and shale oil, respectively, with only negligible carbon dioxide produced. 
However, the energy efficiency of this approach remains unknown. Therefore, in this study, we aim 
to analyze the energy input and output during the experimental process for in-situ hydrogen, 
thereby providing an in-depth understanding into energy analysis of this technology. 

 

Energy efficiency, defined as the ratio of useful output to consumed input, both expressed in terms 
of energy, serves as a pivotal metric in evaluating the effectiveness of the proposed technology. To 
assess the system efficiency, lab-scale experiments involve passing methane through sandstone 
rock samples. These samples are loaded into a purpose-designed reactor and subjected to 
microwave irradiation, heating them to 700 ℃. Different methane flowrates (100, 150, and 200 
mL/min) are utilized to investigate the sensitivity of energy efficiency in both catalytic (utilizing 
synthesized iron catalyst) and non-catalytic (using pure sandstone) conditions. The real-time gas 
composition of the produced gas streams is analyzed by a mass spectrometer (Extrel, Max300-IG), 
enabling the determination of flowrate and cumulative hydrogen production. 

 

Results indicate that sandstone samples can be heated to 700 °C utilizing a microwave input power 
of 0.20 kW. The highest hydrogen concentration achieves 94.0% through methane cracking in 
sandstone rocks with the assistance of the synthesized iron catalyst. Moreover, the generation of 
carbon oxides (i.e., CO and CO2) is negligible. The overall methane conversion during the 
experiments is 70.5% and 48.2% for samples with and without catalysts, respectively. The gross 
energy consumption of produced hydrogen ranges from 365 to 586 kJ/g H2, corresponding to an 
energy efficiency range of 24.6% to 41.1% for in-situ hydrogen production via electromagnetic-
assisted catalytic heating. When considering carbon-zero emissions during the process, the 
systematic efficiency could be higher. 

 

By conducting an energy analysis through electromagnetic-assisted catalytic experiments, this 
study firstly delves into the energy efficiency of in-situ hydrogen production from gas reservoirs 
using our innovative technology. The findings contribute to a comprehensive understanding of the 
technical aspects regarding energy efficiency. The insights are instrumental in both the technical 
assessment and commercialization endeavors of the in-situ carbon-zero hydrogen technology. 



Investigating Cement Integrity for Underground Hydrogen Storage in Depleted Hydrocarbon 
Reservoirs: A Multifaceted Analysis 

 

Abstract:  
 
Promoting the adoption of renewable energy is crucial to meeting our energy needs, but large-scale 
storage is necessary for its applicability. Underground hydrogen storage (UHS) is a promising solution 
that could offer a reliable source of clean energy worldwide. Due to their existing infrastructure, 
depleted hydrocarbon reservoirs can serve as suitable UHS storage sites. However, maintaining the 
integrity of the well poses a significant challenge when storing hydrogen in such reservoirs. 

In this investigation, three different batches of cement samples measuring 3.81 × 7.62 cm were cured 
for 12 and18 months and subjected to cyclic exposure to hydrogen for three 28-day and 84-day 
cycles at a maximum pressure of 10.34 MPa and 60°C, with pressure increments occurring at a rate 
of 2.06 MPa/hour. The cement's porosity, permeability, and ultrasonic velocity were examined before 
and after each cycle. Subsequently, dynamic elastic properties were derived from ultrasonic velocity 
measurements. Scanning Electron Microscopy (SEM) was employed to analyze changes in the 
structure and elemental composition of the cement surface before and after exposure. A core holder 
mimicking wellbore conditions was employed to investigate underground hydrogen storage's viability 
further. A 30.48 cm long, 10.16 cm diameter Berea Sandstone core sample with a concentric 5 cm 
drilled hole was utilized. A 2.54 cm perforated stainless-steel pipe served as a casing inside the 5 cm 
hole, with cement filling the space between the pipe and core. After 72 hours of cement curing, 
hydrogen was injected into the sandstone through the casing via the cement. CT scanning detected 
any leakage channels or cracks compromising system integrity. Transducers connected to a Data 
Acquisition system monitored leakage.  

Results indicate increased porosity and permeability following exposure, although ultrasonic velocity 
changes were negligible. SEM images revealed no discernible alterations in the microstructure, yet 
Energy-Dispersive X-ray Spectroscopy (EDS) Mapping revealed mineral dissolution. For the wellbore 
model, the cement deformations were negligible. However, the pressure transducer readings 
demonstrated leakage from the cement annulus, confirmed by CT Scanning of micro annuli 
formation. 

This innovative method offers a promising approach to detecting and ensuring well integrity. It 
underscores the impact of cyclic hydrogen exposure on the integrity and sealing efficiency of aged 
cement, highlighting the importance of such considerations when repurposing existing oil and gas 
wells for hydrogen storage in depleted hydrocarbon reservoirs. 
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